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Abstract—A variety of novel mobile applications are developed to attract the interests of potential users in the emerging 5G-enabled vehicular networks. Although computation offloading and task scheduling have been widely investigated, it is rather challenging to decide the optimal offloading ratio and perform adaptive task scheduling in high-dynamic networks. Furthermore, the scheduling policy made by the network operator may be violated, since vehicular users are rational and selfish to maximize their own profits. By considering the incentive compatibility and individual rationality of vehicular users, we present POETS, an efficient partial computation offloading and adaptive task scheduling algorithm to maximize the overall system-wide profit. Specially, a two-sided matching algorithm is first proposed to derive the optimal transmission scheduling discipline. After that, the offloading ratio of vehicular users can be obtained through convex optimization, without any information of other users. Furthermore, a non-cooperative game is constructed to derive the payoff of vehicular users that can reach the equilibrium between users and the network operator. Theoretical analyses and performance evaluations based on real-world traces of taxies demonstrate the effectiveness of our proposed solution.
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1 INTRODUCTION

5G-enabled vehicular networks connect billions of vehicles, based on which a variety of novel applications, such as interactive gaming, face recognition, and augmented reality, are developed. To attract the interests of potential users, mobile applications are always rich and live, consuming tremendous computation resources and battery energy, which raises significant challenges for resource-constrained facilities [1], [2]. Without stable power supply, vehicles cannot tolerate the consumption of tremendous computation resources and battery energy. To overcome the above obstacles, Mobile Edge Computing (MEC) is envisioned as a promising paradigm by enabling users to offload computation-intensive tasks to resource-sufficient servers. In proximity of users, MEC can provide pervasive and agile services with the assistance of ubiquitous wireless networks (4G/5G macro-cells or RoadSide Units (RSUs)).

Many existing researches leverage cellular spectrum for computation offloading by either Time Division Multiple Access (TDMA) or Orthogonal Frequency Division Multiple Access (OFDMA) [3]. However, limited channel resources are increasingly difficult to satisfy the growing service requirements of users [4]. The fierce competitions on channel resources lead to an unbearable communication delay, and the decline of users’ quality of experience. Thus, 5G technology is developed to satisfy the stringent requirements of vehicular networks, such as ultra-low latency, continuity of experience and high reliability [5]. Nevertheless, there are still some critical challenges to be addressed.

- Scarc wireless spectrum resources cannot satisfy the requirements of excessive vehicular users. The transmission scheduling in 5G-enabled vehicular networks is more complicated that than in OFDMA and TDMA networks.
Partial offloading allows vehicles to decide the offloading ratio by paying for offloading services. However, the offloading ratio is related to many factors, including the characteristics of offloading tasks, communication channels, payoff for offloading and peer decisions. It is difficult to obtain the optimal offloading ratio directly.

Vehicular users are rational and selfish in the real world. They always decide the offloading ratio by measuring their profits and costs, which may violate the scheduling policy made by the network operator. Therefore, it is essential to design an appropriate payoff strategy to stimulate vehicular users to obey the rules made by the network operator.

In this paper, we construct a partial computation offloading framework for 5G-enabled vehicular networks, where vehicles can process tasks locally (local computing) or offload their tasks to RSUs that are equipped with MEC servers through Non-Orthogonal Multiple Access (NOMA). An illustrative network architecture is presented in Fig. 1. Task scheduling includes three parts, i.e., channel resources allocation, offloading ratio decision and offloading payoff policy for vehicles. Jointly considering the profit of both vehicles and the network operator, the optimization problem is formulated to maximize the system-wide profit, including the profits of both vehicles and the network operator that provides offloading services. Due to the coupling of decision variables, the original optimization problem is divided into three subproblems. First, to allocate channel resources, a two-sided matching algorithm is developed by utilizing the defined preference mapping and list. The objective of the first subproblem is equivalent to minimizing the transmission delay cost. Then, the second subproblem is relaxed to a concave optimization problem. The offloading ratio can be derived through KKT conditions. Finally, considering the incentive compatibility and individual rationality of vehicles, a non-cooperative game is formulated to obtain the offloading payoff policy adaptively, and we prove that the Nash Equilibrium (NE) between the profits of vehicles and those of the network operator can be reached. The main contributions of this paper are summarized as follows:

- We construct a partial offloading and adaptive task scheduling framework for 5G-enabled vehicular networks. By considering the incentive compatibility and individual rationality of vehicles, the optimization problem is formulated to maximize the system-wide profit (including the profits of both vehicles and the network operator). The profit of vehicles can also be guaranteed through payoff policy.
- To solve the formulated optimization problem, it is divided into three subproblems by decoupling the decision variables. With the objective of minimizing the average delay cost, a two-sided matching algorithm is first developed to derive the optimal channel resources allocation strategy. The optimal offloading ratio of the second subproblem is obtained through convex optimization.
- To prevent vehicles from deviating the task scheduling, a non-cooperative game is constructed to decide the payoff under the constraints of incentive compatibility and individual rationality of vehicles. Integrated with game theory and convex optimization, the payoff policy is designed to reach the equilibrium between vehicles and the network operator, based on which the offloading ratio at the NE of the non-cooperative game is also proved to be the optimal offloading ratio of the second subproblem.
- Performance evaluations based on the real-world traces of taxis in Hangzhou (China) demonstrate the effectiveness of our solution from the aspects of system-wide profits and the profits of vehicles.

The rest of paper is organized as follows. Related work is reviewed in Section 2. Section 3 illustrates the system model and formulates the optimization problem. Section 4 proposes a partial computation offloading and adaptive task scheduling algorithm. Performance evaluations are illustrated in Section 5, followed by the conclusion in Section 6.

2 RELATED WORK

Recent efforts have been made to study the MEC-enabled computation offloading. An offloading architecture is constructed in [6] to minimize the energy cost of computation with the assistance of MEC. A computation offloading framework is proposed in [7], where a single user can offload tasks to multiple servers. The optimization problem is formulated to minimize the total cost, including both the energy consumption of users and the total execution latency of tasks. The dynamic resource and task allocation problem is studied in [8], which regulates the local CPU and cloud resources to minimize network total energy cost. The authors in [9] jointly consider computation offloading, resource allocation and content caching in heterogeneous wireless networks, and propose a dynamic method to maximize the total network revenue. An adaptive online scheduling algorithm is presented in [10] to improve the energy efficiency of mobile devices. Its objective is to minimize the total energy cost of multiple mobile applications while satisfying users’ performance expectation. The authors in [11] integrate cloud radio network and MEC to investigate dynamic resource scheduling. In order to maximize the profit of service provider, a unified system is designed to make a trade-off between power consumption and performance. The stochastic resource scheduling problem is solved by an improved Lyapunov algorithm. Resource scheduling with partial information is investigated in [12]. A perturbed Lyapunov technique is developed to maximize the network utility by relaxing the formulated knapsack problem to adapt out-of-date network knowledge.
In order to maximize network throughput, a two-sided matching algorithm is proposed to optimize channel assignment and power allocation [13]. The authors in [14] focus on the cooperation of MEC and cloud computing with NOMA. The resource allocation problem is formulated to minimize the total energy consumption and the delay of users. In addition, a few researches have leveraged game theory in computation offloading. A decentralized offloading game is formulated in [15], where users can decide whether to offload tasks to the cloud server or not, with the objective of minimizing task execution overhead. The game admits NEs for both homogenous and heterogenous wireless access networks. The authors in [16] formulate the multi-user computation offloading problem as a game. They derive the upper bound of the convergence time of the game theoretic strategy. Centralized computation offloading and transmission scheduling are investigated in [17] for delay-sensitive applications. A queuing game model is formulated to manage system dynamically. The authors in [18] study decentralized offloading in a dense wireless network. Mobile users are considered to be selfish and independent. With the objective of minimizing the computation cost, a game theory based algorithm is developed to compute the equilibrium. The upper bound of the price of anarchy caused by decentralization is theoretically derived. Offloading in heterogeneous cellular networks is researched in [19]. Markov approximation approach and log-linear learning are utilized to mitigate interference, associate users and allocate resources. The designed method can converge to the near optimal solution without complete global information. Based on game theory, the log-linear learning can reach a mixed-strategy Nash equilibrium.

Different from above researches, our work jointly considers channel resource allocation, offloading ratio decision and payoff policy determination. A two-sided matching algorithm is proposed to allocate channels with NOMA. The convex optimization is leveraged to obtain the offloading ratio. A non-cooperative game is formulated to design the payoff policy to maximize system-wide profits while considering the incentive compatibility and individual rationality of vehicles.

3 System Model

In this section, 5G-enabled vehicular network model is first described. Then, offloading strategies and profits of both vehicles and the network operator are illustrated. Finally, the optimization problem is formulated.

3.1 Vehicular Network Model

We consider a 5G-enabled vehicular network as shown in Fig. 1, where a macro-cell station and a set of RSUs $\mathcal{M} = \{1, 2, \ldots, M\}$ equipped with MEC servers are deployed to perform task scheduling and provide offloading services for a set of vehicles $\mathcal{N} = \{1, 2, \ldots, N\}$, respectively. Vehicles access RSUs through $K$ homogeneous unlicensed channels by utilizing NOMA technology. In order to capture the mobilities of vehicles, offloading service is operated in a discrete time slot structure, denoted by $t \in T = \{1, 2, \ldots, T\}$. In each time slot, with the objective of maximizing their own profits, vehicles decide offloading ratios based on the designed payoff policy. All task offloading requests are sent to the macro-cell station, which allocates channel resources to vehicles. Since the data size of the offloading request signal is much less than that of the task, task scheduling delay can be ignored. Let $\lambda_i$ represent the average generate rate of task flow, which is considered to follow a generally distributed random process similar to [17]. For vehicle $i$, offloading task $l$ to be fulfilled is defined as $\tau_{ij} = \{s_{ij}, c_{ij}, T_{ij}^\text{max}, 1 \leq l \leq \lambda_i\}$, where $s_{ij}$ denotes task size, $c_{ij}$ is the required number of CPU cycles to accomplish task $l$, and $T_{ij}^\text{max}$ represents the tolerable latency for task $\tau_{ij}$. For each MEC server, let us denote the available channels by $K = \{1, 2, \ldots, K\}$, where $K$ subchannels are identical.

3.2 Offloading Strategy

Upon generating a computation task, the vehicle decides about either processing it by local computing or offloading part of it to RSUs. In order to maximize the system-wide profit while guaranteeing the profit of all individuals, the macro-cell determines a long-term system-wide profit maximization scheme for partial computation offloading and adaptive task scheduling.

Denote $\Xi = \{\xi_1, \xi_2, \ldots, \xi_N\}$ as the offloading strategy of all vehicles, where $\xi_i \in [0, 1]$ indicates offloading ratio. Then, the local computing and MEC flows for vehicle $i$ can be presented by $\lambda_{\text{local}} = (1 - \xi_i) \lambda_i$ and $\lambda_{\text{MEC}} = \xi_i \lambda_i$, respectively. We mainly focus on the uplink transmission delay and ignore other potential latency (e.g., packet pre-processing and queuing delay). The channel condition is assumed to be stable during the uplink transmission of the offloading task. The channel gain is modeled by the free space propagation path-loss model with Rayleigh fading [20]. Denote $p_0$ and $p$ as the received signal power at $d_0$ and $d$ away from the transmitter, respectively. Variable $\alpha$ is the exponent of the path loss, and complex Guassian variable $h^0_i$ represents the Rayleigh fading. Then, signal power $p = p_0(d/d_0)^{-\alpha} |h^0_i|^2$ holds. For simplicity, we set $d_0 = 1$. Channel gain $h_{ij}$ from vehicle $i$ to server $j$ $(j \in \{0\} \cup \mathcal{M})$ is given by $h_{ij} = d_i - d_j$ and $v_{i,j}$ illustrates the relative velocity of vehicle $i$ to server $j$, and $t_w$ represents the queuing latency. Let $p_{ij}$ and $x_{ij}$ denote the transmission power and original signal of vehicle $i$, respectively. Since multiple vehicles share one cellular channel, they suffer from interferences. The received signal from vehicle $i$ to server $j$ can be computed by:

$$y_{i,j} = \sqrt{p_{ij}} h_{i,j} x_{i,j} + \sum_{\substack{u \neq i, n \in \mathcal{N}}} \sqrt{p_{n,j}} h_{n,j} x_{n,j} + \sigma,$$

where $\sigma$ is the additive white Gaussian noise. Let us denote the transmission schedule by a binary set $\Theta = \{\theta_{ij}, i \in \mathcal{N}, j \in \mathcal{M}\}$, where $\theta_{ij} = 1$ indicates that vehicle $i$ accesses to MEC server $j$. We utilize Signal to Interference plus Noise Ratio (SINR) to measure the interferences among vehicles, which can be calculated by:

$$\text{SINR} = \frac{p_{ij} h_{i,j}^2 x_{i,j}^2}{\sum_{\substack{u \neq i, n \in \mathcal{N}}} p_{n,j} h_{n,j}^2 x_{n,j}^2 + \sigma^2}.$$
\[
\Gamma_{i,j} = \frac{p_{i,j} h_i^2 \theta_{i,j}}{\sum_{n \in \mathcal{N}_{i} \neq i} \theta_{n,j} p_{n,j} h_{n,j}^2 + \sigma^2}.
\]

(3)

The bandwidth of subchannels is represented by \( B \). Variable \( \sigma^2 \) is the additive white Gaussian noise. The uplink transmission rate of vehicle \( i \) to server \( j \) can be expressed as:

\[
r_{i,j} = \theta_{i,j} B \log_2 (1 + \Gamma_{i,j}).
\]

(4)

### 3.3 Profit Function

Our objective is to maximize system-wide profit, including the profits of the network operator and vehicles. Generally, vehicles are rational and potentially selfish, which may violate the optimal offloading strategies regulated by the network operator [22]. Therefore, the profits of both the offloading system and all individuals need to be jointly taken into consideration. Given the task flow and strategies of offloading ratio as well as channel resource allocation, the system-wide profit is defined as:

\[
U = \sum_{i=1}^{N} U_i + \sum_{j=1}^{M} U_j^{\text{MEC}},
\]

(5)

where \( \sum_{i=1}^{N} U_i \) and \( \sum_{j=1}^{M} U_j^{\text{MEC}} \) denote the profits gained by vehicles and the network operator, respectively. The profit of vehicle \( i \) is defined as:

\[
U_i = \sum_{l=1}^{X_i} w_{i,l} - C_i(\lambda_i, \xi_i, \Theta),
\]

(6)

where \( w_{i,l} \) denotes the reward gained by vehicle \( i \) after completing offloading task \( l \). Variable \( C_i(\lambda_i, \xi_i, \Theta) \) is the cost of executing all offloading tasks, consisting of uplink transmission cost \( C_i^{\text{tran}} \), processing energy cost by local computing \( C_i^{\text{local}} \), and that by MEC \( C_i^{\text{MEC}} \). Following the similar definitions in [9] and [7], we elaborate these cost functions in detail as follows.

For each vehicle \( i, \forall i \in \mathcal{N} \), the generated computation task can be executed by the cooperation of local computing and MEC. The energy cost of local computing for task computation can be computed by:

\[
C_i^{\text{local}} = (1 - \xi_i) \sum_{l=1}^{X_i} c_{i,l} \varphi_{i,l},
\]

(7)

where \( \varphi_{i,l} \) denotes the energy consumption per CPU cycle for local computing, and it can be obtained by the existing approaches in [23].

In contrast, there is no energy cost of task processing for vehicles when it is offloaded to RSUs. However, vehicles are charged by the network operator for offloading services. The average payoff for vehicle \( i \) through MEC can be calculated by:

\[
C_i^{\text{MEC}} = \xi_i \tau_i^{\text{pro}} \sum_{l=1}^{X_i} c_{i,l},
\]

(8)

where \( \tau_i^{\text{pro}} \) denotes the average payoff per CPU cycle.

When vehicles offload tasks to RSUs, the transmission cost can be evaluated by energy consumption and channel resources occupation, denoted by:

\[
C_i^{\text{tran}} = C_i^{e} + C_i^{c},
\]

(9)

where transmission energy consumption \( C_i^{e} \) depends on the transmission power and delay. Let \( s_i/r_{i,j} \) be the transmission time of vehicle \( i \), and \( C_i^{c} \) can be calculated by:

\[
C_i^{c} = \xi_i p_{i,j} \sum_{l=1}^{X_i} s_{i,l}. \]

(10)

Denote the payoff per bit for task transmission by \( \tau^{\text{tran}} \), the channel occupation charge \( C_i^{c} \) can be computed by:

\[
C_i^{c} = \xi_i \tau_i^{\text{tran}} \sum_{l=1}^{X_i} s_{i,l}. \]

(11)

By substituting equations (7)-(11) to (6), the profit of vehicle \( i \) can be expressed by:

\[
U_i = \sum_{l=1}^{X_i} w_{i,l} - (1 - \xi_i) \sum_{l=1}^{X_i} c_{i,l} \varphi_{i,l} - \xi_i \sum_{l=1}^{X_i} (c_{i,l} \tau_i^{\text{pro}} + p_{i,j} s_{i,l} r_{i,j} + s_{i,l} \tau_i^{\text{tran}}),
\]

(12)

The profit function of the network operator that provides offloading services by deploying MEC servers can be specified as:

\[
U_j^{\text{MEC}} = \sum_{i=1}^{N} \sum_{l=1}^{X_i} \theta_{i,j} \xi_i (c_{i,l} \tau_i^{\text{pro}} + s_{i,l} \tau_i^{\text{tran}}) - C_j^{\text{MEC}}(\xi_i, \lambda_i),
\]

(13)

where \( C_j^{\text{MEC}}(\xi, \lambda) \) denotes the network operating cost (i.e., computation energy consumption, equipment maintenance and wireless spectrum management cost) of MEC servers. Following the general assumption, such as in [24], [25], [26], we consider that \( C(\mathcal{E}, \lambda) \) is a monotonically increasing convex function in terms of task flow \( \lambda \).

Denote the computation capabilities of vehicle \( i, i \in \mathcal{N} \) and MEC servers by \( f_i^{\text{pro}} \) and \( f_r \), respectively. MEC servers are assumed to be homogeneous and their computation capabilities are the same. The task execution latency of vehicle \( i \) can be represented by:

\[
T_i = \max \left\{ (1 - \xi_i) \sum_{l=1}^{X_i} \frac{c_{i,l}}{f_i^{\text{pro}}}, \xi_i \sum_{l=1}^{X_i} \frac{s_{i,l}}{r_{i,j}} \right\}.
\]

(14)

In our system model, due to the complexity of the transmission scheduling problem, we utilize the expected task execution time to approximate the actual latency. Specifically, for task \( t_{i,l} \), the execution time cannot exceed threshold \( T_{i,l}^{\text{max}} \), i.e.,
\[
\left(1 - \sum_{j=1}^{M} \theta_{i,j}\right) \frac{C_1}{f_{i,j}} + \sum_{j=1}^{M} \theta_{i,j} \left(\frac{s_{i,j}}{\tau_{i,j}} + \frac{C_1}{f_c}\right) \leq T_{i,1}^{\text{max}},
\]
\[
\left(1 - \sum_{j=1}^{M} \theta_{i,j}\right) \frac{C_2}{f_{i,j}} + \sum_{j=1}^{M} \theta_{i,j} \left(\frac{s_{i,j}}{\tau_{i,j}} + \frac{C_2}{f_c}\right) \leq T_{i,2}^{\text{max}},
\]
\[
\ldots
\]
\[
\left(1 - \sum_{j=1}^{M} \theta_{i,j}\right) \frac{C_\lambda}{f_{i,j}} + \sum_{j=1}^{M} \theta_{i,j} \left(\frac{s_{i,j}}{\tau_{i,j}} + \frac{C_\lambda}{f_c}\right) \leq T_{i,\lambda}^{\text{max}}.
\]

For channel schedule \( \Theta = \{\theta_{i,j} \mid i \in \mathcal{N}, j \in \mathcal{M}\} \), there are \( N \cdot M \) transmission scheduling variables. However, there are \( \lambda \cdot N \) constraints as shown in equation (15) for all vehicles. If \( \lambda_i > M \), i.e., the number of constraints exceeds that of variables, the transmission scheduling problem becomes unsolvable. Thus, we utilize the expected values of task accomplish reward, data size, and required CPU cycles to estimate the actual task execution latency and profit. Let us denote the expected reward of vehicle \( i \) by \( \mathbb{E}[w_i] \). Variables \( \mathbb{E}[s_i] \) and \( \mathbb{E}[c_i] \) denote the finite mean of the random data size and the required number of CPU cycles, respectively. The above expected values can be calculated by:

\[
\mathbb{E}[w_i] = \sum_{t=1}^{\lambda_i} \frac{w_{i,j}}{\lambda_i},
\]
\[
\mathbb{E}[s_i] = \sum_{t=1}^{\lambda_i} \frac{s_{i,j}}{\lambda_i},
\]
\[
\mathbb{E}[c_i] = \sum_{t=1}^{\lambda_i} \frac{c_{i,j}}{\lambda_i}.
\]

Then, the expected task execution latency for vehicle \( i \) can be calculated by:

\[
T_i = \max\left\{ \lambda_i \left(1 - \xi_i\right) \frac{\mathbb{E}[c_i]}{f_c}, \xi_i \lambda_i \left(\mathbb{E}[s_i] + \frac{\mathbb{E}[c_i]}{f_c}\right) \right\},
\]

where the latency of backhaul transmission is ignored since the data size of the output data is much smaller than that of the upload input data. Similar assumption has been widely made in many existing researches, such as [16], [18], [27]. The utilization of the expected value leads to estimation deviation. Performance evaluations in Section 5 demonstrate the optimal approximation of our proposed methods.

### 3.4 Problem Formulation

The system-wide profit relies on three parameters: offloading ratio \( \xi \), channel allocation \( \Theta \), and the payoff for offloading service, i.e., \( \pi = \{\pi^{\text{trans}}, \pi^{\text{pro}}\} \). The channel allocation and payoff policy are determined by the network operator, while vehicles can decide the offloading ratio, denoted by \( \Xi = \{\xi_1, \xi_2, \ldots, \xi_N\} \). Given the offloading request information, the partial computation offloading and adaptive task scheduling problem is formulated as follows:

\[
\arg\max_{\Xi, \Theta} U = \sum_{i=1}^{N} U_i + \sum_{j=1}^{M} U_{\text{MEC}, j},
\]

s.t.

\[
0 \leq \xi_i \leq 1, \forall i \in \mathcal{N}, \quad (18a)
\]

\[
\pi_{i,}\text{trans}, \pi_{i,}\text{pro} \geq 0, \forall i \in \mathcal{N},
\]

\[
T_i \leq T_{i,\text{max}}, \forall i \in \mathcal{N},
\]

\[
U_i(\xi_i) \geq U_i(\tilde{\xi}_i), \forall \tilde{\xi}_i \in [0, 1], i \in \mathcal{N},
\]

\[
\mathbb{E}[U_i(\xi_i)] \geq 0, \forall i \in \mathcal{N},
\]

\[
\sum_{j=1}^{M} \theta_{i,j} = 1, \forall i \in \mathcal{N},
\]

where constraints (18a) and (18b) and (18g) indicate the ranges of the offloading ratio, payoff policy and channel allocation for offloading services, respectively. Constraint (18c) denotes the delay tolerance. Constraint (18d) indicates the incentive compatibility of vehicles, where the personal profit of each vehicle needs to be maximized. Constraint (18e) indicates the individual rationality of vehicles that their profits need to be non-negative under the task schedule of the network operator. Constraint (18f) shows that each vehicle can merely occupy one channel.

The task scheduling strategy for optimization problem (18) can be obtained based on the assumption that all vehicles follow the centralized schedule. However, in realistic scenarios, vehicles intend to pursue personal profits by determining the offloading ratio on their own, which may deviate from the task schedule made by the network operator. Therefore, the optimal solution needs to guarantee the profits of vehicles and stimulate all vehicles to follow the scheduling made by the network operator.

The optimization problem in (18) is a mixed integer non-linear programming problem, which is NP-hard. Note that the payoff item is excluded from the system-wide profit, and only included in constraints (18e) and (18f). The transmission latency in constraint (18d) mainly depends on channel allocation \( \Theta \). The above observations motivate us to divide the formulated problem into three subproblems to derive the optimal schedule.

### 4 Partial Computation Offloading and Adaptive Task Scheduling

In this section, an efficient Partial computation Offloading and Adaptive Task Scheduling algorithm (POETS) for 5G-enabled vehicular networks is proposed, by decoupling the optimization problem in (18) into three subproblems. We first develop an asymptotically optimal channel allocation discipline to minimize the task transmission delay of all vehicles with a given offloading ratio. Then, a convex optimization problem is formulated to derive the optimal offloading ratio of the second subproblem that can maximize the system-wide profit. Finally, the payoff policy for offloading services is determined to achieve the equilibrium of the constructed non-cooperative game.

#### 4.1 Transmission Scheduling Discipline

After vehicles decide their offloading ratios, denoted by \( \Xi = \{\xi_1, \xi_2, \ldots, \xi_N\} \), we can specify the system-wide profit as follows:

### 4 Partial Computation Offloading and Adaptive Task Scheduling

In this section, an efficient Partial computation Offloading and Adaptive Task Scheduling Algorithm (POETS) for 5G-enabled vehicular networks is proposed, by decoupling the optimization problem in (18) into three subproblems. We first develop an asymptotically optimal channel allocation discipline to minimize the task transmission delay of all vehicles with a given offloading ratio. Then, a convex optimization problem is formulated to derive the optimal offloading ratio of the second subproblem that can maximize the system-wide profit. Finally, the payoff policy for offloading services is determined to achieve the equilibrium of the constructed non-cooperative game.

#### 4.1 Transmission Scheduling Discipline

After vehicles decide their offloading ratios, denoted by \( \Xi = \{\xi_1, \xi_2, \ldots, \xi_N\} \), we can specify the system-wide profit as follows:
\[ \mathcal{U} = \sum_{i=1}^{N} (\lambda_i \mathbb{E}[w_i] - (1 - \tilde{\xi}_i) \lambda_i \mathbb{E}[c_i] \phi_i) \]
\[ - \sum_{j=1}^{M} \sum_{i=1}^{N} \tilde{\xi}_i \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_i}{r_{i,j}} \right] - \sum_{j=1}^{M} c_{j}^{\text{MEC}}(\xi, \lambda_i) \]
\[ = \sum_{i=1}^{N} \mathcal{V}(\tilde{\xi}_i) - \sum_{j=1}^{M} \sum_{i=1}^{N} \tilde{\xi}_i \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_i}{r_{i,j}} \right] - \sum_{j=1}^{M} c_{j}^{\text{MEC}}(\xi, \lambda_i), \]
\[ (19) \]
where \( \mathcal{V}(\tilde{\xi}_i) = \lambda_i \mathbb{E}[w_i] - (1 - \tilde{\xi}_i) \lambda_i \mathbb{E}[c_i] \phi_i \). It can be observed that \( \mathcal{V}(\tilde{\xi}_i) \) and \( c_{j}^{\text{MEC}}(\xi, \lambda_i) \) only depend on the offloading ratio. In addition, the payoff of vehicles and the earnings of the network operator cancel each other out. Thus, the payoff policy does not affect the system-wide profit. In this situation, the channel allocation discipline can be derived with a determined offloading ratio \( \tilde{\xi} \). The first subproblem can be presented by:

\[ \Theta = \arg \max \mathcal{U} \]
\[ = \arg \max \sum_{i=1}^{N} \mathcal{V}(\tilde{\xi}_i) - \sum_{j=1}^{M} \sum_{i=1}^{N} \tilde{\xi}_i \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_i}{r_{i,j}} \right] - \sum_{j=1}^{M} c_{j}^{\text{MEC}}(\xi, \lambda_i) \]
\[ \Rightarrow \arg \min \sum_{j=1}^{M} \sum_{i=1}^{N} \tilde{\xi}_i \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_i}{r_{i,j}} \right], \]
\[ \text{s.t.} \]
\[ T_i \leq T_{i}^{\text{max}}, \forall i \in \mathcal{N}, \]
\[ (20a) \]
\[ \sum_{j=1}^{M} \theta_{i,j} = 1, \forall i \in \mathcal{N}, \]
\[ (20b) \]
\[ \theta_{i,j} \in \{0, 1\}, \forall i \in \mathcal{N}, j \in \mathcal{M}. \]
\[ (20c) \]

We illustrate the complexity of the transmission scheduling from three aspects. First, vehicles that occupy the same channel suffer from interferences, influencing their own delay cost. It means the transmission scheduling of all vehicles is inter-dependent. Second, simply allocating the resources of MEC servers to the vehicles that send offloading requests may cause the waste of resources and unbalanced load. Thus, the resources of MEC servers need to be carefully utilized to maximize the system-wide profit. Third, the formulated transmission scheduling problem in (20) is a mixed-integer linear programming problem, which is NP-hard to solve.

Given the offloading ratio, the system-wide profit can be maximized by minimizing the expected transmission energy cost. Since constraint (20a) only depends on channel resource allocation, the problem in (20) can be relaxed by the Lagrangian multiplier method. Define \( \mathcal{L}_i(T_i - T_{i}^{\text{max}}) \) as the Lagrangian function with respect to the time difference between the actual task execution delay and the corresponding constraint. Intuitively, \( \mathcal{L}_i(\cdot) \) can be interpreted as the dissatisfaction level of the experienced delay. Different from traditional homogeneous linear delay cost functions in [28], \( \mathcal{L}_i(\cdot) \) is a nonlinear and heterogeneous function. By substituting \( \mathcal{L}_i(\cdot) \) into (20), the total delay cost can be represented by:

\[
\mathcal{U}^{\text{delay}} = \sum_{j=1}^{M} \sum_{i=1}^{N} \tilde{\xi}_i \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_i}{r_{i,j}} \right] + \sum_{i=1}^{N} \mathcal{L}_i(T_i - T_{i}^{\text{max}}). \]
\[ (21) \]

Since vehicles cannot decide spectrum resource scheduling, we devise the channel allocation discipline by a two-sided many-to-many matching algorithm. The allocation discipline \( \Theta \) can be viewed as a mapping from the set of channels \( \mathcal{K} \) to the set of vehicles \( \mathcal{N} \).

**Definition 1 (Preference mapping).** Given two different mappings \( \Theta \) and \( \Theta' \), we prefer \( \Theta' \) to \( \Theta \) (denoted as \( \Theta' > \Theta \)) if and only if the delay cost can be decreased, i.e., \( \mathcal{U}^{\text{delay}}(\Theta') < \mathcal{U}^{\text{delay}}(\Theta) \).

The preference mapping consists of a series of preference lists \( \varsigma_k, \forall k \in \mathcal{K} \), i.e.,

**Definition 2 (Preference list).** The macro-cell station maintains a preference list for channel \( k \) to record the vehicles that have completed the matching process. The preference list needs to satisfy the following constraints:

\[ a) \varsigma_k \in \mathcal{N}, \forall k \in \mathcal{K}, \]
\[ b) |\varsigma_k| \leq Q, \forall k \in \mathcal{K}, \]
\[ c) \varsigma_k \cap \varsigma_{k'} = \emptyset, \forall k \neq k', \]
\[ d) \sum_{k \in \mathcal{K}} |\varsigma_k| = N, \]
\[ (22) \]

where \( Q \) denotes the maximum number of vehicles that can occupy the same cellular channel. Constraint (22) indicates the number of vehicles sharing the same channel cannot exceed the threshold. Constraint (22) denotes that each vehicle can merely occupy one channel.

The developed matching model is more complicated than conventional two-sided matching models [29] from two main aspects. First, the delay cost of one vehicle is not only determined by itself. The interferences among vehicles influence the profits of the vehicles that occupy the same channel and there are a huge number of potential matching combinations, so that all participants need to cooperate to derive the optimal scheduling. Second, traditional methods are likely to be unstable, failing to obtain the optimal solution. Based on Gale-Shapley algorithm, the proposed Two-sided Matching algorithm based Transmission Scheduling discipline (TMTS) is illustrated in Algorithm 1. Delay cost queues are managed in an ascending order, i.e., the first channel in the queue is preferred. Offloading requests through channel assignment is scheduled by judging whether the assignment can lead to the decrease of the total delay cost (i.e., \( \Theta' > \Theta \)).

**Theorem 1.** Our TMTS algorithm converges to an optimal transmission scheduling \( \Theta' \) within a limited number of iterations. The upper bound of its time complexity is \( O(K(N + K)) \), where \( K \) is the total number of available channels and \( N \) is the total number of vehicles.

**Proof.** In each iteration, every vehicle transmits the offloading request through its most-preferred channel recorded in the cost queue. No matter the request is accepted or not, the vehicle removes this channel from its delay cost queue, and will not send the request to it any more. Thus, the maximum number of requests to be processed for each vehicle is the total number of available channels, denoted by \( K \). The matching algorithm will converge within \( K \) iterations.
The upper bound of the number of vehicles that transmitting requests is the total number of vehicles \(N\), and \(K\) channels receive requests at most in each iteration. In practice, several vehicles can be matched up with the corresponding channels in each iteration. Besides, it is possible that some channels do not receive the request in several iterations. Thus, the number of inner loops is less than the sum of \(N\) and \(K\). The upper bound of the time complexity of the developed TMTS is \(O(K(N+K))\). □

Algorithm 1. Pseudo-code of TMTS

1. Initialize the preference mapping.
2. Initialize the preference list \(\mathcal{S}_k = \emptyset\).
3. for vehicle \(i\) do
   1. Compute delay cost if it occupies channel \(k\).
   2. Construct delay cost queues \(q_i\) in an ascending order.
   3. offloading-indicator = 1, offloading-request = 0.
   4. while offloading-indicator or offloading-request do
      1. offloading-indicator = 0.
      2. for vehicle \(i \in [N]\) do
         1. Propose the offloading request to \(q_i[1]\).
         2. Remove \(q_i[1]\) from \(q_i\).
         3. offloading-request = 1.
      end
      3. for channel \(k\) has received any requirement do
         1. if \(\mathcal{S}_k \subseteq Q\) then
            1. Accept vehicle \(i\) with the highest cost priority.
            2. Reject other vehicles.
         end
         2. else
            1. if \(\mathcal{U}^{\text{delay}}(\mathcal{S}_k \cup \{i\}) < \mathcal{U}^{\text{delay}}(\mathcal{S}_k)\) then
               1. Accept vehicle \(i\).
               2. Reject other vehicles.
            end
            2. else
               1. Reject all requests.
            end
         end
      end
   end
   3. Until no more vehicles send offloading requests.
end

4.2 Optimal Offloading Ratio

With the optimal channel allocation discipline, the offloading ratio can be determined by solving the following system-wide profit maximization problem:

\[
\Xi = \arg \max \sum_{i=1}^{N} \mathcal{V}(\xi_i) - \sum_{j=1}^{M} \sum_{i=1}^{N} \xi_i \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_i}{r_{i,j}} \right] - \sum_{i=1}^{N} c_{i}^{\text{MEC}}(\xi_i, \lambda_i) - \sum_{i=1}^{N} c_i^{\text{delay}}(\xi_i, \lambda_i) \quad \text{(23)}
\]

subject to

\[
0 \leq \xi_i \leq 1, \forall i \in [N], \quad \text{(23a)}
\]

where \(\mathcal{U}^{\text{delay}}(\xi)\) denotes the minimum delay cost derived by the channel allocation discipline in Section 4.1, given any offloading ratio \(\Xi\). In the following, we first illustrate the existence of a unique optimal solution for the above optimization problem. Then, KKT conditions are utilized to obtain the optimal solution.

Theorem 2. There always exists a unique optimal offloading ratio for problem (23) to maximize the system-wide profit.

Proof. The system-wide profit in (23) consists of three parts: i) \(\mathcal{V}(\xi_i)\) is a monotonically increasing linear function with respect to \(\xi_i, \forall i \in [N]\), as defined in equation (19); ii) \(\mathcal{U}_{\Xi}^{\text{delay}}(\theta)\) is defined as in (21), where \(\xi_i \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_i}{r_{i,j}} \right]\) and \(\mathcal{L}(T_i - T_i^{\text{max}})\) are increasing linear and convex functions with respect to \(\xi_i\); iii) \(c_{i}^{\text{MEC}}(\xi_i, \lambda_i)\) is also convex with respect to \(\xi_i, \forall i \in [N]\). In summary, the system-wide profit maximization problem in (23) is a concave maximization problem, where the feasible set is non-empty and compact. Therefore, the unique optimal offloading ratio for the subproblem exists. □

Since the second subproblem formulated in (23) is a convex optimization problem, KKT conditions can be utilized to derive its optimal offloading ratio.

Theorem 3. Denote \(\Xi^* = \{\xi_1^*, \xi_2^*, \ldots, \xi_N^*\}\) (\(\xi_i^* \in [0, 1]\)) as the optimal solution for maximizing the system-wide profit, then \(\Xi^*\) should satisfy:

\[
\frac{\partial \mathcal{V}(\xi_i^*)}{\partial \xi_i} = \sum_{j=1}^{M} \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_i}{r_{i,j}} \right] - \sum_{j=1}^{M} \sum_{i=1}^{N} \xi_j \lambda_j p_{j,i} \mathbb{E} \left[ \frac{s_j}{r_{j,i}} \right] + \frac{\partial \mathcal{L}(T_i - T_i^{\text{max}})}{\partial \xi_i} + \frac{\partial c_{i}^{\text{MEC}}(\xi_i, \lambda_i)}{\partial \xi_i} \quad \text{(24)}
\]

where coefficients \(\omega_i\) and \(v_i\) are non-negative Lagrangian multipliers, satisfying \(\omega_i \xi_i^* = 0\) and \(v_i(\xi_i^* - 1) = 0\), respectively.

Proof. Theorem 2 proves that the subproblem formulated in (23) is a concave maximization problem. Therefore, KKT conditions can be utilized to obtain the optimal solution of the offloading ratio. The partial derivative of equation (23) with respect to the offloading ratio of vehicle \(i\) results in equation (24). □

In the presented KKT conditions, all variables are explicit except for Lagrangian function \(\mathcal{L}^0\), since its parameter is computed by a max function shown in equation (17). Thus, the actual task execution latency requires to be clarified explicitly to make KKT conditions solvable. Based on the equation of the task execution latency and the corresponding delay constraint, the actual latency can be represented by the following threshold of the offloading ratio.

Theorem 4. For vehicle \(i, i \in [N]\), the task execution delay can be represented by the following equation:

\[
T_i = \begin{cases} 
\lambda_i (1 - \xi_i) \frac{\mathbb{E}[s_i]}{\mathbb{E}[r_{i,j}]],} & 0 \leq \xi_i < \xi_i^*, \\
\xi_i \lambda_i \left( \mathbb{E} \left[ \frac{s_i}{r_{i,j}} \right] + \frac{\mathbb{E}[s_i]}{\mathbb{E}[r_{i,j}]} \right), & \xi_i \leq \xi_i^* \leq 1.
\end{cases}
\quad \text{(25)}
\]

where the offloading ratio threshold \(\xi_i^* = \frac{\mathbb{E}[s_i]}{\mathbb{E}[r_{i,j}]} + \frac{\mathbb{E}[s_i]}{\mathbb{E}[r_{i,j}]}\).
In practical, local computing and MEC are performed simultaneously. The task execution latency equals the one with larger delay, as presented in equation (17). For vehicle $i$, when the delay of local computing is larger than that of MEC, the task generation rate satisfies the following inequality:

$$
\lambda_i(1 - \xi_i) \frac{\mathbb{E}[c_i]}{r_{ij}} > \xi_i \lambda_i \left( \frac{s_{ij}}{r_{ij}} + \frac{\mathbb{E}[c_i]}{f_r} \right),
$$

(26)

Similarly, when $\xi_i \leq \xi_i \leq 1$, the task execution latency equals the delay caused by offloading to MEC servers. \(\Box\)

The procedure of deriving the global optimal offloading ratio that can maximize the system-wide profit is illustrated in Algorithm 2. First, vehicles initialize coefficients, i.e., the expected reward after completing one task and the energy consumption per CPU cycle for local computing. They are uploaded with other offloading information, including the generation rate of the task flow, the capability of local computing as well as the data size, required CPU cycles and execution latency constraint of the task.

**Algorithm 2.** Procedure of offloading ratio derivation

For each vehicle:

- Initialize coefficients $\mathbb{E}[w_i]$ and $\varphi_i$
- Upload individual offloading information, including $\mathbb{E}[w_i]$, $\varphi_i$, $\xi_i$, $f_r$ and $r_{ij} = \{s_i, c_i, T_{i,\text{max}}\}$.

For the macro-cell station:

- Gather global offloading information.
- Allocate channel resources based on Algorithm 1.

Compute the task execution latency of each vehicle according to Theorem 4.

Derive the offloading ratio based on KKT conditions illustrated in Theorem 3.

### 4.3 Payoff Policy

After deriving the channel resources allocation and offloading ratio by TMTS algorithm and convex optimization, payoff policy $\pi$ should be decided to guarantee the incentive compatibility and individual rationality of vehicles, as illustrated in constraints (18e) and (18f). In practical, vehicles can determine their offloading ratio strategically and independently, i.e., the strategy may deviate from the optimal solution derived by the network operator. In order to induce all vehicles follow the optimal task scheduling, the profits of vehicles need to be maximized by designing the payoff policy. Considering the task execution latency constraint, the profit of vehicle $i$ in equation (12) is modified by introducing Lagrangian function $\mathcal{L}^\theta(T_i - T_{i,\text{max}})$. Given strategies of all the other users $\xi_j = \Xi / \Xi / \xi_i$, function $U_i(\xi_i, \xi_j)$ is the profit of vehicle $i$ with respect to strategy $\xi_i$.

$$
U_i(\xi_i, \xi_j) = \mathcal{V}(\xi_i) - \mathcal{L}^\theta(T_i - T_{i,\text{max}}) - \xi_i \lambda_i \left( \mathbb{E}[c_i] \pi_i^{\text{pro}} + \sum_{j=1}^M p_{ij} \mathbb{E} \left[ \frac{s_{ij}}{r_{ij}} \right] + \mathbb{E}[s_i] \pi_i^{\text{tran}} \right).
$$

(27)

Vehicles compete with each other to maximize individual profit by adjusting their offloading ratios, which can be viewed as a non-cooperative game with a default channel allocation discipline derived in Section 4.1. The game can be formulated as:

$$
\mathcal{G} \triangleq \left\{ \mathcal{N}, \Xi, \{U_i(\xi_i, \xi_j)\}_{i \in \mathcal{N}} \right\},
$$

(28)

where vehicles in $\mathcal{N}$ act as participants. The strategy set of vehicles is denoted by $\Xi = \{\xi_1, \xi_2, \ldots, \xi_N\}$. The NE of game $\mathcal{G}$ is defined as follows:

**Definition 3 (NE).** A strategy profile $\Xi^* = \{\xi^*_1, \xi^*_2, \ldots, \xi^*_N\}$ is an NE of game $\mathcal{G}$, if and only if it satisfies:

$$
U_i(\xi^*_i, \xi^*_j) \geq U_i(\xi_i, \xi_j), \quad \forall \xi_i \in [0, 1], \quad i \in \mathcal{N}.
$$

(29)

Given the channel allocation discipline, the NE of game $\mathcal{G}$, denoted by $\xi^*$, mainly depends on payoff $\pi = (\pi_i^{\text{pro}}, \pi_i^{\text{tran}})$. Since each vehicle intends to maximize its own profit and may behave selfishly, the optimal solution derived in Section 4.2 can be accepted by all participants only if the optimal offloading ratio of the second subproblem can jointly maximize the system-wide profit and the profits of vehicles, i.e., the payoff policy needs to guarantee that the optimal solution derived by the network operator is also an NE of game $\mathcal{G}$, expressed by:

$$
\xi^*_i = \xi^*_i, \quad \forall i \in \mathcal{N}.
$$

(30)

In the following, we first present the designed optimal pay-off policy, with which the NE of game $\mathcal{G}$ is proved to exist. Then, the optimal offloading ratio of the second subproblem is also proved to be an NE of game $\mathcal{G}$, which satisfies the incentive compatibility and individual rationality of vehicles.

**Proposition 1 (Optimal payoff policy $\pi^*$).** Given the optimal offloading ratio $\Xi^*$, the optimal payoff policy $\pi^* = (\pi^*_1, \pi^*_2, \ldots, \pi^*_N)$ can be obtained by:

$$
\pi^*_{i,\text{tran}} = \frac{1}{\lambda_i \mathbb{E}[s_i]} \sum_{j=1}^M \sum_{z \in \Xi} \frac{\partial \mathcal{E}[s_{ij}|z]}{\partial \xi_{ij}} + \frac{1}{\lambda_i \mathbb{E}[c_i]} \sum_{j=1}^M \frac{\partial \mathcal{E}[s_{ij}|z]}{\partial \xi_{ij}}.
$$

(31)

$$
\pi^*_{i,\text{pro}} = \frac{1}{\lambda_i \mathbb{E}[c_i]} \sum_{j=1}^M \frac{\partial \mathcal{E}[s_{ij}|z]}{\partial \xi_{ij}},
$$

where $\pi^*_{i,\text{tran}}$ and $\pi^*_{i,\text{pro}}$ are independent of $\xi_i$ and can be determined by $\lambda_i$ and $\Xi^*$.

Next, we demonstrate that the NE of game $\mathcal{G}$ exists. Then, optimal offloading ratio $\Xi^*$ is proved to satisfy the NE condition.

**Theorem 5.** The game $\mathcal{G} \triangleq \left\{ \mathcal{N}, \Xi, \{U_i(\xi_i, \xi_j)\}_{i \in \mathcal{N}} \right\}$ has at least one NE with the designed payoff $\pi^*$.

**Proof.** All participants can determine the strategy (i.e., the offloading ratio) by themselves. The strategy set of all vehicles can be denoted as the Cartesian product of each strategy, denoted as $\Xi = \prod_{i=1}^N \Xi \subseteq \mathbb{R}^N$. It is obviously a non-empty, convex and compact set.

Based on equation (27), we calculate the first-order derivative of the profit of vehicle $i$ as follows:

$$
\frac{\partial U_i}{\partial \xi_i} = \frac{\partial \mathcal{V}(\xi_i)}{\partial \xi_i} - \lambda_i (\mathbb{E}[c_i] \pi_i^{\text{pro}} + \mathbb{E}[s_i] \pi_i^{\text{tran}}) - \lambda_i \mathbb{E}[c_i] \pi_i^{\text{pro}} - \mathbb{E}[s_i] \pi_i^{\text{tran}} + m_{i,j} \mathbb{E}[s_{ij}|z] + \lambda_i m_{i,j} \mathbb{E}[s_{ij}|z].
$$

(32)
As illustrated in Definition 1, the payoff is independent of strategy \( \xi_i \). Function \( \mathcal{V}(\xi_i) \) is linear to \( \xi_i \). Thus, the second-order derivative of \( U_i \) can be illustrated as:

\[
\frac{\partial^2 U_i}{\partial \xi_i^2} = -\sum_{j=1}^{M} \left( \lambda_i p_{i,j} \left( \frac{\partial^2 \mathbb{E}[s_{i,j}]}{\partial \xi_i^2} + \xi_i \lambda_j p_{j,i} \frac{\partial^2 \mathbb{E}[s_{i,j}]}{\partial \xi_i^2} \right) + \frac{\partial^2 L_i^\theta}{\partial \xi_i^2} \right).
\]  

(33)

Recall that both \( \mathbb{E}[s_{i,r_{i,j}}] \) and \( L_i^\theta \) are monotonically increasing convex functions with respect to \( \xi_i \). Thus, we have:

\[
\frac{\partial \mathbb{E}[s_{i,j}]}{\partial \xi_i} \geq 0, \quad \frac{\partial^2 \mathbb{E}[s_{i,j}]}{\partial \xi_i^2} \geq 0, \quad \frac{\partial^2 L_i^\theta}{\partial \xi_i^2} \geq 0.
\]  

(34)

By substituting (34) into (33), it can be yielded that \( \frac{\partial^2 U_i}{\partial \xi_i^2} \leq 0 \), i.e., \( U_i \) is a concave function with respect to \( \xi_i \).

In summary, the available strategy set is non-empty, convex and compact, and the utility function is continuous and concave. Therefore, game \( \mathcal{G} \) has at least one NE \( \mathbb{E}^* \).

**Theorem 6.** With the designed payoff in (31), the optimal offloading ratio is also an NE of game \( \mathcal{G} \), i.e.,

\[
\mathbb{E}^* = \mathbb{E}^c.
\]  

(35)

**Proof.** The NE of game \( \mathcal{G} \) needs to maximize the individual utilities of all participants, i.e.,

\[
\xi_i^c = \arg \max U_i, \quad \text{s.t.} \quad 0 \leq \xi_i^c \leq 1, \forall i \in \mathcal{N}.
\]  

(36)

By substituting the designed payoff in (31) into the individual profit in (27), the KKT conditions that \( \xi_i^c \) satisfies can be calculated as follows:

\[
\frac{\partial V_i(\xi_i)}{\partial \xi_i} = \sum_{j=1}^{M} \left( \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_{i,j}}{r_{i,j}} \right] + \xi_i^c \lambda_j p_{j,i} \mathbb{E} \left[ \frac{s_{i,j}}{r_{i,j}} \right] \right) + \lambda_i \mathbb{E} \left[ s_{i} \right] \pi_i^{\text{pro}} + \sum_{j=1}^{M} p_{i,j} \mathbb{E} \left[ \frac{s_{i,j}}{r_{i,j}} \right] + \omega_i - v_i.
\]

\[
= \sum_{j=1}^{M} \left( \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_{i,j}}{r_{i,j}} \right] + \xi_i^c \lambda_j p_{j,i} \mathbb{E} \left[ \frac{s_{i,j}}{r_{i,j}} \right] \right) + \frac{\partial L_i^\theta}{\partial \xi_i} + \frac{\partial^2 L_i^\theta}{\partial \xi_i^2} + \lambda_i \mathbb{E} \left[ s_{i} \right] \pi_i^{\text{pro}} + \sum_{j=1}^{M} \lambda_j p_{i,j} \mathbb{E} \left[ \frac{s_{i,j}}{r_{i,j}} \right] + \omega_i - v_i.
\]

By substituting the designed payoff in (31) into the individual profit in (27), the KKT conditions that \( \xi_i^c \) satisfies can be calculated as follows:

\[
\frac{\partial V_i(\xi_i)}{\partial \xi_i} = \sum_{j=1}^{M} \left( \lambda_i p_{i,j} \mathbb{E} \left[ \frac{s_{i,j}}{r_{i,j}} \right] + \xi_i^c \lambda_j p_{j,i} \mathbb{E} \left[ \frac{s_{i,j}}{r_{i,j}} \right] \right) + \frac{\partial L_i^\theta}{\partial \xi_i} + \frac{\partial^2 L_i^\theta}{\partial \xi_i^2} + \lambda_i \mathbb{E} \left[ s_{i} \right] \pi_i^{\text{pro}} + \sum_{j=1}^{M} \lambda_j p_{i,j} \mathbb{E} \left[ \frac{s_{i,j}}{r_{i,j}} \right] + \omega_i - v_i.
\]

(37)

Theorems 5 and 6 illustrate that the NE of game \( \mathcal{G} \) exists, and it can be derived by solving the sub-optimization problem in (23). By implementing the proposed POETS algorithm as illustrated in Algorithm 3, vehicles can maximize their profits and satisfy the incentive compatibility. In practice, after receiving offloading requests, the network operator can derive the optimal channel allocation and offloading ratio for all vehicles in advance. Then, the payoff policy can be determined at the same time without extra transmission overheads. Since incentive compatibility and individual rationality can be satisfied, all vehicles can be encouraged to follow the schedule made by the network operator. In the following, we prove that individual rationality can also be satisfied.

**Algorithm 3.** Procedure of POETS

1. **Initialize** task generation rates of all vehicles.
2. **Initialize** offloading transmission and computation resources.
3. **Determine** the payoff policy of offloading according to Algorithm 2. 
4. **Verify** whether the offloading strategy satisfies incentive compatibility and individual rationality according to Theorem 6.

**Theorem 7 (Individual rationality).** With the implementation of POETS algorithm, the maximum profit of each vehicle \( i, \forall i \in \mathcal{N} \), is non-negative, i.e.,

\[
U_i(\xi_i^c) = \mathcal{V}(\xi_i^c) - L_i^\theta(T_i - T_i^{\text{max}}) - \xi_i^c \lambda_i \mathbb{E} \left[ s_i \right] \pi_i^{\text{pro}} + \sum_{j=1}^{M} p_{i,j} \mathbb{E} \left[ \frac{s_{i,j}}{r_{i,j}} \right] + \mathbb{E} \left[ s_i \right] \pi_i^{\text{trans}} \geq 0.
\]  

(38)

**Proof.** Vehicles can obtain profit through processing computation tasks without offloading, i.e.,

\[
U_i(\xi_i) \geq 0, \quad \forall i \in \mathcal{N}.
\]  

(39)

In addition, it has been proved in Theorem 5 that the utility function of vehicles is concave with respect to \( \xi_i \), and \( \xi_i^c \) satisfies the KKT condition, i.e.,

\[
U_i(\xi_i^c) = \max_{\xi_i \in [0,1]} U_i(\xi_i).
\]  

(40)

Thus, we have:

\[
U_i(\xi_i^c) \geq U_i(0) \geq 0.
\]  

(41)

Since both incentive compatibility and individual rationality can be satisfied, vehicles can accept the task scheduling without deviation. After that, the macro-cell station derives the optimal task scheduling, including channel allocation, offloading ratio and payoff policy. In particular, the
payoff policy is determined adaptively, where the charge on each vehicle depends on the characteristics of both its own and others’ tasks. Traditional fixed charge mechanism cannot guarantee the profits of all vehicles. If the network operator intends to earn profits by falsely raising the payoff of offloading services, vehicles can simply detect the charging gap by verifying whether the payoff policy is the NE of game $G$ in equation (28). In addition, vehicles do not need to execute iterative algorithms to reach the NE, and the corresponding convergence time can be saved.

5 PERFORMANCE EVALUATION

In this section, we first illustrate the simulation setup. Then, the proposed POETS algorithm is evaluated based on the real-world traces of taxies in Xiacheng District, Hangzhou (China), as shown in Fig. 2.

5.1 Simulation Setup

We utilize Anaconda 4.3 to conduct performance evaluations in a 64bit Windows 10 operating system computer, which has a 16.0 GB RAM and an Intel(R) Core(TM) i7-8700 CPU with 3.20 GHz frequency. Based on the characteristics of cellular network communications [30], the transmission power of each vehicle is set to 100 mW. In addition, the generation rate of offloading tasks for each vehicle is chosen within [2, 5] per minute. Considering the heterogeneity of both users and tasks, the data size is generated randomly from [40, 60] Mb, and the required CPU cycles are chosen from [800, 1200] Megacycles. Inspired by [17], Lagrangian function $L(\Delta t)$ is defined as $L(\Delta t) = \epsilon \Delta t^2$, where $\Delta t$ is the time difference between the actual delay and delay constraint. Coefficient $\epsilon$ is the marginal delay sensitivity, which is selected within [1, 6]. Simulation parameters are summarized in Table 1. Performance indicators are as follows:

- Average delay cost: The channel resource allocation discipline is developed to maximize the system-wide profit, which is equivalent to minimize the average delay cost.
- System-wide profit: The objective of the MEC-enabled partial offloading system is to maximize the system-wide profit, including the profit of task execution for vehicles and the profit of providing offloading services for the macro-cell station.
- Number of vehicles benefiting from MEC: Vehicles that select MEC servers to process tasks are regarded as benefiting from MEC. On the premise of maximizing the system-wide profit, MEC servers are expected to provide services for users as many as possible.

To demonstrate the effectiveness of our proposed TMTS algorithm, the following methods are leveraged for comparison:

- DTMS [31]: It is a first-come-first-serve based scheduling algorithm, which assigns the same priority to all users without considering their heterogeneous delay requirements and channel conditions.
- IHRA [32]: A branch-and-bound based heuristic method, which intends to minimize the offloading delay under the cooperation of edge computing and cloud computing.

In addition, the proposed POETS algorithm is compared with the following schemes to illustrate the effectiveness with respect to the system-wide profit and the number of vehicles benefiting from MEC:

- MECO [33]: It optimizes resource allocation based on OFDMA by considering the priorities, energy consumption and channel conditions of vehicular users.
- POETS without NOMA access (POETS w.o. NOMA): It is utilized as a benchmark, which merely depends on OFDMA technology.
- Local computing: All users execute their tasks through the macro-cell station.

Finally, we conduct a simplified case study to illuminate that our results can approximate the optimal solution. Since the original problem is NP-hard, we keep the parameters in Table ?? unchanged for the simplified case. The number of vehicles and channels is reduced to 5, i.e., $N = K = 5$. The average task arrival rate varies from 2 to 7.

5.2 Simulation Results

Figs. 3 and 4 illustrate the performance comparison of different transmission scheduling schemes. Performance of the average delay cost with different number of vehicles is shown in Fig. 3 ($K = 10, \epsilon = 2$). We can observe that the average delay cost increases when the number of vehicles becomes large. This is because that a large number of vehicles lead to intense competitions on channels, increasing the interference among vehicles. Thus, low transmission rate results in high delay. Our proposed TMTS discipline performs 20 and

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>The number of MEC servers</td>
<td>5</td>
</tr>
<tr>
<td>$p_{ij}$</td>
<td>Transmission power of vehicle $i$</td>
<td>100 mW</td>
</tr>
<tr>
<td>$f_{ik}$</td>
<td>CPU frequency of vehicle $i$</td>
<td>5-10 GHz</td>
</tr>
<tr>
<td>$f_c$</td>
<td>CPU frequency of MEC servers</td>
<td>20 GHz</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Average task arrival rate of vehicle $i$</td>
<td>2-5</td>
</tr>
<tr>
<td>$s_{i,l}$</td>
<td>Data size of single task</td>
<td>40-60 Mb</td>
</tr>
<tr>
<td>$c_{i,f}$</td>
<td>Required CPU cycles of single task</td>
<td>800-1200 M</td>
</tr>
<tr>
<td>$B$</td>
<td>The bandwidth of subchannels</td>
<td>2 M</td>
</tr>
</tbody>
</table>
15 percent better than those of DTMS and IHRA, respectively. This is because the former ignores the potential priority of vehicles, and the latter aims to minimize the total transmission delay, while profits cannot be guaranteed. Our method takes the heterogeneity of vehicles into account, and makes a trade-off between minimizing the total transmission delay and guaranteeing the profits of vehicles.

Performance of average delay cost with different number of channels is shown in Fig. 4 \((N = 50, \epsilon = 2)\). It can be observed that the average delay cost first decreases rapidly (e.g., \(5 \leq K \leq 10\)), and then decreases slowly \((20 \leq K \leq 25)\) with the increasing number of channels. When channel resources are limited, vehicles suffer from severe interferences, and delay cost is large. In this case, the increasing number of channels can decrease the number of vehicles sharing one channel due to incentive compatibility. Correspondingly, the delay cost can be significantly reduced. However, the reduction rate of the average delay cost becomes slow when channel resources are sufficient. This is because most vehicles can upload tasks to MEC servers with relatively small interferences. Our proposed TMTS algorithm can reduce the average delay cost by 16 and 27 percent compared with IHRA and DTMS algorithms, respectively.

The impacts of marginal delay sensitivity on average delay cost and offloading ratio are illustrated in Fig. 5 \((K = 10)\) and Fig. 6 \((N = 50)\), respectively. We can observe that the average delay cost of vehicles is similar to a quadratic function, which increases first and then decreases with the increasing of marginal delay sensitivity. When marginal delay sensitivity is relatively small, the delay tolerance of vehicles is high, and the corresponding delay cost is low. Vehicles prefer MEC to local computing, and the offloading ratio is large. However, when marginal delay sensitivity becomes large, vehicles are highly sensitive to transmission delay, resulting in the growth of delay cost. In order to guarantee profits, vehicles decrease the offloading ratio, which is illustrated in Fig. 6. In addition, with the rising of marginal delay sensitivity, the profit of invoking MEC cannot compensate for the increasing delay cost. Vehicles tend to choose local computing to decrease delay cost. Thus, the delay cost reduces with the decline of offloading ratio. Furthermore, since vehicles compete with each other to occupy communication channels, less number of channels (e.g., \(K = 20\)) results in lower offloading ratios.

In Fig. 7, the incentive compatibility of vehicles is examined by the average profit of vehicles varying from different
offloading ratios \((N = 50, K = 10)\). First, the profits of vehicles increase with the rise of offloading ratio. This is because vehicles can obtain profits by decreasing the consumption of local computing and exploiting the benefit from MEC. When the offloading ratio reaches and exceeds a certain point (i.e., the optimal strategy indicated in Fig. 7), the profits decrease with the growth of offloading ratio. This is because the offloading consumption (including task transmission and computation consumption) becomes dominant, and the benefit gained by vehicles is less than offloading payoff. Obviously, the optimal strategy (NE) is the point that can maximize the profits of vehicles, as well as guarantee incentive compatibility. It is also the optimal solution derived by the macro-cell station as proved in Theorem 6.

Fig. 8 demonstrates the effectiveness of the proposed POETS algorithm in terms of system-wide profit \((K = 10, \varepsilon = 2)\). Since more vehicles can obtain more profits by task processing (including both local computing and MEC), the system-wide profit increases with the rising number of vehicles. Without the assist of MEC, vehicles suffer from excessive energy consumption. Thus, local computing obtains the lowest system-wide profit. Since the channel occupation cost can be reduced by employing NOMA technique, POETS performs better than those of MECO and POETS w.o. NOMA. Specially, when the number of vehicles becomes large, the growth rate of the system-wide profit slows down. This is because channel resources are limited. A large number of vehicles result in the intense competitions on channels, hindering the increase of the system-wide profit. On average, POETS algorithm can increase the system-wide profit by 16 and 37 percent compared with MECO and POETS w.o. NOMA, respectively.

The system-wide profit with different number of channels is illustrated in Fig. 9 \((N = 50, \varepsilon = 2)\). When channel resources are deficient (e.g., \(K = 5\)), MEC servers are available to a few vehicles, and most vehicles are forced to choose local computing. Thus, the system-wide profit is low. With the increasing number of channels, the number of vehicles sharing one channel decreases. Correspondingly, the task transmission rate raises, promoting more vehicles to invoke MEC rather than local computing. The system-wide profit grows steadily. Without channel multiplexing, the spectrum efficiency of MECO algorithm is low. In such cases, our proposed POETS algorithm performs 25 percent better than MECO algorithm in terms of the system-wide profit.

Fig. 10 investigates the system-wide profit with different marginal sensitivity of vehicles \((N = 50, K = 10)\). It can be observed that the system-wide profit decreases with the increase of marginal delay sensitivity. It is because when marginal delay sensitivity increases, the tolerance of vehicles for interference is becoming lower and lower. A relatively small interference leads to large delay cost, and the system-wide profit decreases. Note that the decline rate of profit is non-linear, i.e., the decline rate becomes faster when marginal delay sensitivity raises from 1 to 4, and then slower when marginal delay sensitivity raises from 4 to 6. The reason is that the number of vehicles selecting MEC to process tasks is large when marginal delay sensitivity is relatively small (i.e., 1-4). With the increase of marginal delay sensitivity, a few vehicles choose local computing to avoid large delay cost. However, local computing consumes large energy, incurring the rapid decline of profit. When marginal delay sensitivity is relatively large (i.e., 4-6), although the growth of marginal delay sensitivity leads to the increase of delay cost, the number of vehicles invoking MEC is small. The decline rate of the system-wide profit slows down gradually.

Figs. 11 and 12 demonstrate the effectiveness of our proposed POETS algorithm in terms of the number of vehicles benefiting from MEC \((N = 50, \varepsilon = 2)\). For the proposed POETS algorithm, the number of vehicles benefiting from MEC increases with the rise of the number of channels. This is because sufficient channel resources enable a large number of vehicles transmit tasks to MEC servers with satisfactory interference. For MECO and POETS w.o. NOMA methods, the number of vehicles benefiting from MEC
increases linearly with the rise of the number of channels. Specifically, the number of vehicles benefiting from MEC equals to the number of channels. It is because MECO and POETS w.o. NOMA methods utilize OFDMA technique to transmit tasks. Each channel can be merely occupied by one vehicle. Hence, the spectrum efficiency is low, and their performances is worse than that of POETS algorithm in terms of the number of vehicles benefiting from MEC.

The trend of the number of vehicles benefiting from MEC based on different number of vehicles is illustrated in Fig. 12. For POETS algorithm, when channel resources are sufficient (i.e., \( N \leq 40 \)), it can be observed that the number of vehicles benefiting from MEC increases linearly with the increasing number of vehicles. When vehicles are excessive, the interference incurred by channel multiplexing becomes severe and the delay cost increases rapidly. Thus, these vehicles choose local computing to process tasks. The number of vehicles benefiting from MEC does not increase with the rise of the number of vehicles any more. For MECO and POETS w.o. NOMA methods, since the number of channels is finite and constant, the number of vehicles benefiting from MEC remains the same with the increasing number of vehicles. In summary, our proposed POETS can improve spectrum efficiency, and provide MEC services for more vehicles than that of the compared methods.

Figs. 13 and 14 compare the performance of our proposed TMTS and POETS algorithms with the optimal solution obtained by the brute force searching method, respectively. Since we utilize the expected task execution latency to approximate the actual latency, the delay cost that computed by TMTS algorithm is 6 percent higher than that obtained by the optimal solution, and the performance gap becomes large with the increase of the average task arrival rate. This is because the deviation of the expected value estimation becomes large. Correspondingly, the performance of the system-wide profit shows a similar trend, and the optimal solution performs 8 percent better than our proposed POETS algorithm. In summary, the results obtained by our methods can approximate the optimal solution effectively with low computational complexity.

6 Conclusion

In this paper, we investigate the issues of transmission scheduling, offloading ratio and payoff decisions for 5G-enabled vehicular networks. To characterize the complexity of the formulated problem, constraints are considered including latency sensitivity, incentive compatibility and individual rationality. A partial computation offloading and adaptive task scheduling algorithm is proposed to maximize the system-wide profit, namely POETS. Theoretical analysis proves that both the incentive compatibility and individual rationality of vehicles can be satisfied. Performance evaluations based on real-world traces of taxis in Hangzhou (China) demonstrate the effectiveness of our solution from the aspects of system-wide profit and the number of vehicles benefiting from MEC. Specifically, our proposed transmission scheduling discipline can reduce the average delay cost by 20 percent
compared with benchmarks. The POETS algorithm can increase the system-wide profit by 25 percent on average. By improving the spectrum efficiency, our proposed algorithms provide MEC services for more vehicles than that of the compared methods.
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